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The basic functionality of many widely used neural  network technologies does not  initially 
include the concepts of explainability, interpretability and transparency, which is why algorithms for  
making certain decisions remain a “black box” for the end user. At the same time, when studying the  
mathematical properties of such poorly interpreted neural network technologies, especially deep neural 
networks, their instability depending on the input data and the possibility of modifying the input data 
were noted, as a result of the processing of which the neural networks give false positive or false 
negative conclusions. By manipulating the input data, the neural network can be disabled, forcing it to 
produce a solution that is obviously inappropriate or dangerous. At the same time, the widespread 
integration of neural networks into various critical application areas provides opportunities for attacks 
on artificial intelligence systems. The result of such attacks can not only be material and financial  
damage, but also pose a threat to human life and health.

Many projects are currently working on solving the problem of explainability of the decision-
making process by neural networks and their results are regularly published, for example, under the 
DARPA project [1], numerous articles on explainable artificial intelligence are published [2, 3, 4], and 
conferences are held.

The most rational way to solve the problem is the need to give users of neural networks not only 
the opportunity to  evaluate the  relevance of  the algorithm and the result  of  its  work,  but  also to 
evaluate the reliability of the answer through indirect methods of their analysis. Doubt is realized not  
only as a probabilistic assessment of conformity, but also as a set of parameters that make it possible 
to indicate a significant number of classifications close to this answer. The final visualization of the  
assessment results must be made in an accessible format that is understandable to the assessing expert.  
To  achieve  this,  interfaces  with  in-model  and  post-hoc  explanations  must  be  developed  to  allow 
interpretation of the results obtained by the artificial neural network.
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