
POSSIBILITIES OF USING VISUAL TRANSFORMERS 

IN THE CLASSIFICATION OF OPHTHALMOLOGIC DISEASES 

Volkov E.N.1, Averkin A.N.1 

 
1 Dubna State University, Institute of System Analysis and Management, 

Department of System Analysis and Management, 141982, Russia, 

Dubna, 19, Universitetskaya str., e-mail envolkoff1998@yandex.ru 

 

The possibilities of using artificial intelligence technologies in diagnostics of various 

diseases are expanding every year. This tendency also takes place in ophthalmology, where 

the use of artificial neural networks of various types has brought the diagnostics of diseases to 

a whole new level. Traditionally, convolutional neural networks (CNN) have been used to 

analyze ophthalmic images, namely retinal camera images, as has been demonstrated in many 

papers [1]. However, the advent of visual transformer models in 2020, based on an improved 

attention mechanism, has yielded significant gains in classification and segmentation 

accuracy in medical image analysis [2, 3]. 

Although transformer applications are still inferior to CNN in analyzing ophthalmic 

images, selected studies [4, 5] show their promise in this direction. The created architecture of 

the visual transformer model for the task of glaucoma and diabetic retinopathy classification, 

based on fundus images, shows a high result on the test sample (F1-0.81; AUC-0.87), which 

indicates the possibility of improving the result both by fine-tuning the network and by 

creating an ensemble of models in further studies. 
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